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Scentralizowany ukªad sterowania

By George Thomas, Contemporary Controls

In the last two articles we discussed some basic control 
system concepts. The systems mentioned were centralized
control systems in that a single controller had directly attached
to it input and output devices. This is the most common
implementation of a control system found in the industry.
The centralized controller would act upon the state of the
various input devices and setpoints by manipulating outputs
to achieve the desired result.

Devices such as transmitters and actuators, located in the
field, would be connected to signal conditioning electronics
located at the centralized controller (figure 1). A common
method of connecting these field devices to the centralized
controller is by utilizing a 4-20 mA current loop, which is an
industry standard. With this scheme, each field device would
be powered from a single loop power supply (typically 24
volts DC). For transmitters, the value of the current indicates
the parameter value being measured such as temperature.
For actuators, the current value represents the value of the
command signal such as valve position. There are numerous
advantages to using the 4-20 mA standard. On most devices,
the current actually powers the device, thereby, requiring
only two wires. Since it is only current being measured, a
voltage drop in the field wiring due to long distances does
not introduce measurement error. Although effective, the 
4-20 mA scheme has one major drawback; field wiring 
can be excessive since a minimum of one wire must be 
dedicated per field point to the centralized controller. It is
this issue plus others that sparked the movement towards 
a unified fieldbus.

THE FIELDBUS CONCEPT
The term “fieldbus” means the attachment of field devices
over one bus connection (figure 2). A bus connection means
that multiple devices can share the same set of wires so
instead of having one wire dedicated to one device, a fieldbus
would allow multiple devices to be attached over one or
more wires. Reduced wiring is only one of the goals of having
a fieldbus. This bus would not be an analog connection like

4-20 mA, but a digital connection where digital data would
represent the process signals sent over the bus. By having all
devices on a single connection, a means must be provided 
to “address” each device since only one device can have
access to the bus at any one time. Otherwise, there would be
conflicts. Once devices are addressed, much information can
be gained by communicating with the device. For example,
not only would the value of the process signal be sent but
information about the device itself. This data could consist 
of the instrument tag number, the model number and the 
calibration data. Instead of sending process data representing
a 4-20 mA signal, which is of little use if one does not 
know the instrument’s scaling, why not just send the data in
engineering units such as 310(F? There are benefits to sending
process data over a fieldbus. The fieldbus topic is part of the
field of industrial networking. As we begin our discussion on
industrial networking, we will address topology.

TOPOLOGY
Topology refers to the physical arrangement of devices that
are connected to one another (figure 3). The simplest of 
connections is the point-to-point connection where only two
devices are connected together. A controller connected to 
a transmitter is an example of a point-to-point connection.
However, if you consider a centralized controller connected to
several transmitters and actuators, this would be an example
of a star topology. The centralized controller is the center of
the star. The purpose of a fieldbus is to have all field devices
connected as a bus in order to minimize field wiring. A bus
connection allows several devices to share the same wires
which is called bus topology. The final topology that will be
introduced is the ring topology which is simply a circle with
devices occupying positions along the ring. There is no
“best” topology. All the ones mentioned have been effectively
implemented in industrial networking systems. Topology
mainly depends upon the communication method which 
will be discussed next.

SIMPLE COMMUNICATION
In order to understand communication, we will use some
analogies. Let’s assume a parent installs a baby monitor in an
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Figure 1. Example of a 
centralized control system 
with transmitters on the left
and actuators on the right. 
All input/output devices 
communicate with a 4-20 mA
current loop powered by a
single loop supply which is
typically 24 VDC.

Figure 2. With a fieldbus, wiring is minimized by having all field devices and
controllers sharing a common bus.
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upstairs bedroom with an attached speaker located 
downstairs in the family room (figure 4). The monitor’s 
purpose is to detect if the baby is crying so the parent 
can remain downstairs while the baby is sleeping. This is 
an example of a simplex transmission because only the baby
initiates a transmission. The parent is always the receiver.
The communication is only one way with the parent taking
appropriate action upon the nature of the transmission.

As the baby grows up, an intercom is installed replacing 
the baby monitor so the parent can communicate with the
teenager (if that is possible). On a two-station intercom, the
parent presses a button (push-to-talk) and calls up to the
teenager and then releases the button. If the teenager were
so inclined to answer the call, the teenager would press a
similar button on the station upstairs and respond. Either 
participant would communicate by pushing a button. This 
is called half-duplex operation since communication is two
ways but only one can talk at a time (figure 5). If it were
possible to talk both ways at the same time (intelligently),
then this would be called full-duplex operation.

Let’s expand the intercom system to include stations in every
room. A simple version of this design would allow all stations
to be identical to one another (figure 6). We would say that
stations are peers since there is no hierarchical structure of
one station having more capability than another. We call 
this peer-to-peer communication. Each station has the same
push-to-talk button, and there are no restrictions on station
use. When a caller initiates a transmission, the button on the
originating station is pressed and all other stations will hear

the transmission. This type of transmission is called a 
broadcast since all stations receive the message. If the 
message is “come to dinner,” and directed to all parties, 
then this type of transmission is effective.

If the transmission were to be directed to only one person,
then a protocol would need to be developed in order to
have a meaningful conversation. A protocol would be a set
of rules that would govern communication. By following 
the same convention, communication efficiency is achieved.
Assume mother wants to know if daughter wants to go 
shopping. Mother would initiate a transmission requesting
that daughter come to the nearest intercom and acknowledge
receipt of the transmission. This is an example of a unicast or
directed transmission since only two stations are participating.
This is also called establishing a connection. Mother would
wait a certain amount of time for a response. If none is
received, mother will retry a certain amount of time before
abandoning the attempt. If daughter does answer, mother can
then state her business. If daughter does not understand the
question, she would request a re-transmission. Once all the
information is transferred and acknowledged and a plausible
response obtained, the two cease communicating and the
connection is terminated. The system is now available for
others to use. Since the system must be shared, the protocol
requires that others must wait if the system is busy.

Another popular intercom system would have one master 
station and several remote stations (figure 7). The master can
communicate to one or more remotes, but a remote can only
call the master. This configuration would be a star topology
and the communication is half-duplex. The master has the
ability to select just one remote for a unicast transmission,
select several remotes for a multicast transmission or all
remotes for a broadcast transmission. The remotes do not
have this same capability so this configuration is a hierarchical
system because the master has more ability than the slaves.

2

Figure 3. Topology refers to the arrangement of devices within a network.

Figure 4. This baby monitoring system is a simple point-to-point connection.
Communication is simplex.

Station
A

Station
B

Simplex

Half or Full Duplex

Figure 5. A transmission in only one direction is called simplex and in both
directions duplex. Simultaneous transmissions in both directions are called 
full-duplex otherwise they are half-duplex.

Figure 6. Identical intercom stations in a bus topology. This is a peer-to-peer
network with half-duplex communication.

Figure 7. One 
master intercom
station communicates
to identical remote
stations in a star
topology. This 
master/slave 
network operates
with half-duplex
communication.
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Request Packet Interval (RPI)

Czas pomi¦dzy kolejnymi pakietami wysyªanymi pomi¦dzy
sterownikiem a kaset¡ wej±¢/wyj±¢ rozproszonych.
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Open Systems Interconnect (OSI)

In our discussion on communication, we use intercom 
analogies with human operators in order to understand the
basics. In industrial networking we have inanimate objects
communicating data between stations. To better visualize 
the interactions between devices, we use a communication
model. This model is helpful in comprehending industrial
networking principles.

OSI MODEL
When focusing on industrial networks, it is very helpful to
refer to the Open Systems Interconnect (OSI) Reference Model,
which was published by the International Organization of
Standards (ISO). The OSI model describes seven layers as
they relate to one host computer communicating to another
host computer (figure 8). Not all host-to-host communication
must go through all seven layers, but it helps to note what
layers may be affected. Here are the seven layers.

Physical layer

This is the lowest layer which describes the way actual data,
in the form of symbols, are sent over a medium such as 
copper wire or fiber optic cabling. Items like signal levels,
symbol representation and connector pinouts are defined 
at this layer.

Data Link layer

The data link maintains a reliable connection between 
adjacent nodes or stations over a physical channel. To 
distinguish one node from another, a method of node
addressing must be defined. To ensure only one node has
access at any one time, a method of medium access control
(MAC) must be implemented. Information sent over the data
link are called frames.

Network layer

A network layer is required when communication must 
span multiple networks. This is called internetworking, and
the most famous internetworking protocol is called IPæthe
Internet Protocol. If communication is confined to just one
network, this layer is not required. Data sent over the 
network layer are termed packets.

Transport layer

This layer is concerned with the reliable transmission of 
messages sent between two host computers. This is different

from the data link layer which is only concerned with the
transmission of frames. A message usually requires many
frames to be sent before the complete message can be
received. This requires fragmenting the message into many
pieces to be reassembled at the other end. Missing fragments
must be resent. The transport layer addresses this issue.

Session layer

The session layer is concerned with the establishment and
termination of communication sessions between processes 
in host computers.

Presentation layer

The presentation layer translates the format of data between
sender and receiver.

Application layer

The application layer represents the user application. 
This could be electronic mail for example.

The seven-layer OSI model is useful for discussion purposes,
but is often too complex for all network architectures. For
example, the functionality of the presentation and session
layers can be included in the application layer with little loss
of clarity. When discussing protocols that power the Internet,
this is frequently done. The seven-layer model is reduced to
a five-layer model when discussing the Internet (figure 9).
Since many industrial networks do not expand beyond one
network, the network layer is unnecessary, and it is possible
to include the transport layer with the application layer. Now
the OSI model is down to a minimum of three layers. Three
layers are plenty to talk about so we will only address one
aspect of the data link layer which is important to understand
and that is medium access control (MAC).

MEDIUM ACCESS CONTROL
In a fieldbus or industrial network, several stations share 
the same communication media in order to save wiring costs.
However, since the medium is shared, not all devices can
communicate simultaneously. Therefore, there must be rules
to govern who gains access to the medium and those rules
are called medium access control.

There are several MAC implementations, but they basically
fall into two main categoriesæCSMA/CD and token-passing.
We will discuss these two methods, again using analogies.

3

Figure 9. Although the OSI model defines seven layers, it is common to recog-
nize only five when talking about the Internet and only three when talking
about industrial networks.

Figure 8. The OSI model uses a layered structure to describe how two host
computers communicate to one another.
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Model OSI

Open Systems Interconnect (OSI)

In our discussion on communication, we use intercom 
analogies with human operators in order to understand the
basics. In industrial networking we have inanimate objects
communicating data between stations. To better visualize 
the interactions between devices, we use a communication
model. This model is helpful in comprehending industrial
networking principles.

OSI MODEL
When focusing on industrial networks, it is very helpful to
refer to the Open Systems Interconnect (OSI) Reference Model,
which was published by the International Organization of
Standards (ISO). The OSI model describes seven layers as
they relate to one host computer communicating to another
host computer (figure 8). Not all host-to-host communication
must go through all seven layers, but it helps to note what
layers may be affected. Here are the seven layers.

Physical layer

This is the lowest layer which describes the way actual data,
in the form of symbols, are sent over a medium such as 
copper wire or fiber optic cabling. Items like signal levels,
symbol representation and connector pinouts are defined 
at this layer.

Data Link layer

The data link maintains a reliable connection between 
adjacent nodes or stations over a physical channel. To 
distinguish one node from another, a method of node
addressing must be defined. To ensure only one node has
access at any one time, a method of medium access control
(MAC) must be implemented. Information sent over the data
link are called frames.

Network layer

A network layer is required when communication must 
span multiple networks. This is called internetworking, and
the most famous internetworking protocol is called IPæthe
Internet Protocol. If communication is confined to just one
network, this layer is not required. Data sent over the 
network layer are termed packets.

Transport layer

This layer is concerned with the reliable transmission of 
messages sent between two host computers. This is different

from the data link layer which is only concerned with the
transmission of frames. A message usually requires many
frames to be sent before the complete message can be
received. This requires fragmenting the message into many
pieces to be reassembled at the other end. Missing fragments
must be resent. The transport layer addresses this issue.

Session layer

The session layer is concerned with the establishment and
termination of communication sessions between processes 
in host computers.

Presentation layer

The presentation layer translates the format of data between
sender and receiver.

Application layer

The application layer represents the user application. 
This could be electronic mail for example.

The seven-layer OSI model is useful for discussion purposes,
but is often too complex for all network architectures. For
example, the functionality of the presentation and session
layers can be included in the application layer with little loss
of clarity. When discussing protocols that power the Internet,
this is frequently done. The seven-layer model is reduced to
a five-layer model when discussing the Internet (figure 9).
Since many industrial networks do not expand beyond one
network, the network layer is unnecessary, and it is possible
to include the transport layer with the application layer. Now
the OSI model is down to a minimum of three layers. Three
layers are plenty to talk about so we will only address one
aspect of the data link layer which is important to understand
and that is medium access control (MAC).

MEDIUM ACCESS CONTROL
In a fieldbus or industrial network, several stations share 
the same communication media in order to save wiring costs.
However, since the medium is shared, not all devices can
communicate simultaneously. Therefore, there must be rules
to govern who gains access to the medium and those rules
are called medium access control.

There are several MAC implementations, but they basically
fall into two main categoriesæCSMA/CD and token-passing.
We will discuss these two methods, again using analogies.

3

Figure 9. Although the OSI model defines seven layers, it is common to recog-
nize only five when talking about the Internet and only three when talking
about industrial networks.

Figure 8. The OSI model uses a layered structure to describe how two host
computers communicate to one another.
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Model OSI

Open Systems Interconnect (OSI)

In our discussion on communication, we use intercom 
analogies with human operators in order to understand the
basics. In industrial networking we have inanimate objects
communicating data between stations. To better visualize 
the interactions between devices, we use a communication
model. This model is helpful in comprehending industrial
networking principles.

OSI MODEL
When focusing on industrial networks, it is very helpful to
refer to the Open Systems Interconnect (OSI) Reference Model,
which was published by the International Organization of
Standards (ISO). The OSI model describes seven layers as
they relate to one host computer communicating to another
host computer (figure 8). Not all host-to-host communication
must go through all seven layers, but it helps to note what
layers may be affected. Here are the seven layers.

Physical layer

This is the lowest layer which describes the way actual data,
in the form of symbols, are sent over a medium such as 
copper wire or fiber optic cabling. Items like signal levels,
symbol representation and connector pinouts are defined 
at this layer.

Data Link layer

The data link maintains a reliable connection between 
adjacent nodes or stations over a physical channel. To 
distinguish one node from another, a method of node
addressing must be defined. To ensure only one node has
access at any one time, a method of medium access control
(MAC) must be implemented. Information sent over the data
link are called frames.

Network layer

A network layer is required when communication must 
span multiple networks. This is called internetworking, and
the most famous internetworking protocol is called IPæthe
Internet Protocol. If communication is confined to just one
network, this layer is not required. Data sent over the 
network layer are termed packets.

Transport layer

This layer is concerned with the reliable transmission of 
messages sent between two host computers. This is different

from the data link layer which is only concerned with the
transmission of frames. A message usually requires many
frames to be sent before the complete message can be
received. This requires fragmenting the message into many
pieces to be reassembled at the other end. Missing fragments
must be resent. The transport layer addresses this issue.

Session layer

The session layer is concerned with the establishment and
termination of communication sessions between processes 
in host computers.

Presentation layer

The presentation layer translates the format of data between
sender and receiver.

Application layer

The application layer represents the user application. 
This could be electronic mail for example.

The seven-layer OSI model is useful for discussion purposes,
but is often too complex for all network architectures. For
example, the functionality of the presentation and session
layers can be included in the application layer with little loss
of clarity. When discussing protocols that power the Internet,
this is frequently done. The seven-layer model is reduced to
a five-layer model when discussing the Internet (figure 9).
Since many industrial networks do not expand beyond one
network, the network layer is unnecessary, and it is possible
to include the transport layer with the application layer. Now
the OSI model is down to a minimum of three layers. Three
layers are plenty to talk about so we will only address one
aspect of the data link layer which is important to understand
and that is medium access control (MAC).

MEDIUM ACCESS CONTROL
In a fieldbus or industrial network, several stations share 
the same communication media in order to save wiring costs.
However, since the medium is shared, not all devices can
communicate simultaneously. Therefore, there must be rules
to govern who gains access to the medium and those rules
are called medium access control.

There are several MAC implementations, but they basically
fall into two main categoriesæCSMA/CD and token-passing.
We will discuss these two methods, again using analogies.

3

Figure 9. Although the OSI model defines seven layers, it is common to recog-
nize only five when talking about the Internet and only three when talking
about industrial networks.

Figure 8. The OSI model uses a layered structure to describe how two host
computers communicate to one another.
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Model OSI

Open Systems Interconnect (OSI)

In our discussion on communication, we use intercom 
analogies with human operators in order to understand the
basics. In industrial networking we have inanimate objects
communicating data between stations. To better visualize 
the interactions between devices, we use a communication
model. This model is helpful in comprehending industrial
networking principles.

OSI MODEL
When focusing on industrial networks, it is very helpful to
refer to the Open Systems Interconnect (OSI) Reference Model,
which was published by the International Organization of
Standards (ISO). The OSI model describes seven layers as
they relate to one host computer communicating to another
host computer (figure 8). Not all host-to-host communication
must go through all seven layers, but it helps to note what
layers may be affected. Here are the seven layers.

Physical layer

This is the lowest layer which describes the way actual data,
in the form of symbols, are sent over a medium such as 
copper wire or fiber optic cabling. Items like signal levels,
symbol representation and connector pinouts are defined 
at this layer.

Data Link layer

The data link maintains a reliable connection between 
adjacent nodes or stations over a physical channel. To 
distinguish one node from another, a method of node
addressing must be defined. To ensure only one node has
access at any one time, a method of medium access control
(MAC) must be implemented. Information sent over the data
link are called frames.

Network layer

A network layer is required when communication must 
span multiple networks. This is called internetworking, and
the most famous internetworking protocol is called IPæthe
Internet Protocol. If communication is confined to just one
network, this layer is not required. Data sent over the 
network layer are termed packets.

Transport layer

This layer is concerned with the reliable transmission of 
messages sent between two host computers. This is different

from the data link layer which is only concerned with the
transmission of frames. A message usually requires many
frames to be sent before the complete message can be
received. This requires fragmenting the message into many
pieces to be reassembled at the other end. Missing fragments
must be resent. The transport layer addresses this issue.

Session layer

The session layer is concerned with the establishment and
termination of communication sessions between processes 
in host computers.

Presentation layer

The presentation layer translates the format of data between
sender and receiver.

Application layer

The application layer represents the user application. 
This could be electronic mail for example.

The seven-layer OSI model is useful for discussion purposes,
but is often too complex for all network architectures. For
example, the functionality of the presentation and session
layers can be included in the application layer with little loss
of clarity. When discussing protocols that power the Internet,
this is frequently done. The seven-layer model is reduced to
a five-layer model when discussing the Internet (figure 9).
Since many industrial networks do not expand beyond one
network, the network layer is unnecessary, and it is possible
to include the transport layer with the application layer. Now
the OSI model is down to a minimum of three layers. Three
layers are plenty to talk about so we will only address one
aspect of the data link layer which is important to understand
and that is medium access control (MAC).

MEDIUM ACCESS CONTROL
In a fieldbus or industrial network, several stations share 
the same communication media in order to save wiring costs.
However, since the medium is shared, not all devices can
communicate simultaneously. Therefore, there must be rules
to govern who gains access to the medium and those rules
are called medium access control.

There are several MAC implementations, but they basically
fall into two main categoriesæCSMA/CD and token-passing.
We will discuss these two methods, again using analogies.

3

Figure 9. Although the OSI model defines seven layers, it is common to recog-
nize only five when talking about the Internet and only three when talking
about industrial networks.

Figure 8. The OSI model uses a layered structure to describe how two host
computers communicate to one another.
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Model OSI

Open Systems Interconnect (OSI)

In our discussion on communication, we use intercom 
analogies with human operators in order to understand the
basics. In industrial networking we have inanimate objects
communicating data between stations. To better visualize 
the interactions between devices, we use a communication
model. This model is helpful in comprehending industrial
networking principles.

OSI MODEL
When focusing on industrial networks, it is very helpful to
refer to the Open Systems Interconnect (OSI) Reference Model,
which was published by the International Organization of
Standards (ISO). The OSI model describes seven layers as
they relate to one host computer communicating to another
host computer (figure 8). Not all host-to-host communication
must go through all seven layers, but it helps to note what
layers may be affected. Here are the seven layers.

Physical layer

This is the lowest layer which describes the way actual data,
in the form of symbols, are sent over a medium such as 
copper wire or fiber optic cabling. Items like signal levels,
symbol representation and connector pinouts are defined 
at this layer.

Data Link layer

The data link maintains a reliable connection between 
adjacent nodes or stations over a physical channel. To 
distinguish one node from another, a method of node
addressing must be defined. To ensure only one node has
access at any one time, a method of medium access control
(MAC) must be implemented. Information sent over the data
link are called frames.

Network layer

A network layer is required when communication must 
span multiple networks. This is called internetworking, and
the most famous internetworking protocol is called IPæthe
Internet Protocol. If communication is confined to just one
network, this layer is not required. Data sent over the 
network layer are termed packets.

Transport layer

This layer is concerned with the reliable transmission of 
messages sent between two host computers. This is different

from the data link layer which is only concerned with the
transmission of frames. A message usually requires many
frames to be sent before the complete message can be
received. This requires fragmenting the message into many
pieces to be reassembled at the other end. Missing fragments
must be resent. The transport layer addresses this issue.

Session layer

The session layer is concerned with the establishment and
termination of communication sessions between processes 
in host computers.

Presentation layer

The presentation layer translates the format of data between
sender and receiver.

Application layer

The application layer represents the user application. 
This could be electronic mail for example.

The seven-layer OSI model is useful for discussion purposes,
but is often too complex for all network architectures. For
example, the functionality of the presentation and session
layers can be included in the application layer with little loss
of clarity. When discussing protocols that power the Internet,
this is frequently done. The seven-layer model is reduced to
a five-layer model when discussing the Internet (figure 9).
Since many industrial networks do not expand beyond one
network, the network layer is unnecessary, and it is possible
to include the transport layer with the application layer. Now
the OSI model is down to a minimum of three layers. Three
layers are plenty to talk about so we will only address one
aspect of the data link layer which is important to understand
and that is medium access control (MAC).

MEDIUM ACCESS CONTROL
In a fieldbus or industrial network, several stations share 
the same communication media in order to save wiring costs.
However, since the medium is shared, not all devices can
communicate simultaneously. Therefore, there must be rules
to govern who gains access to the medium and those rules
are called medium access control.

There are several MAC implementations, but they basically
fall into two main categoriesæCSMA/CD and token-passing.
We will discuss these two methods, again using analogies.

3

Figure 9. Although the OSI model defines seven layers, it is common to recog-
nize only five when talking about the Internet and only three when talking
about industrial networks.

Figure 8. The OSI model uses a layered structure to describe how two host
computers communicate to one another.
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Model OSI

Zastosowania przemysªowe

In our discussion on communication, we use intercom 
analogies with human operators in order to understand the
basics. In industrial networking we have inanimate objects
communicating data between stations. To better visualize 
the interactions between devices, we use a communication
model. This model is helpful in comprehending industrial
networking principles.

OSI MODEL
When focusing on industrial networks, it is very helpful to
refer to the Open Systems Interconnect (OSI) Reference Model,
which was published by the International Organization of
Standards (ISO). The OSI model describes seven layers as
they relate to one host computer communicating to another
host computer (figure 8). Not all host-to-host communication
must go through all seven layers, but it helps to note what
layers may be affected. Here are the seven layers.

Physical layer

This is the lowest layer which describes the way actual data,
in the form of symbols, are sent over a medium such as 
copper wire or fiber optic cabling. Items like signal levels,
symbol representation and connector pinouts are defined 
at this layer.

Data Link layer

The data link maintains a reliable connection between 
adjacent nodes or stations over a physical channel. To 
distinguish one node from another, a method of node
addressing must be defined. To ensure only one node has
access at any one time, a method of medium access control
(MAC) must be implemented. Information sent over the data
link are called frames.

Network layer

A network layer is required when communication must 
span multiple networks. This is called internetworking, and
the most famous internetworking protocol is called IPæthe
Internet Protocol. If communication is confined to just one
network, this layer is not required. Data sent over the 
network layer are termed packets.

Transport layer

This layer is concerned with the reliable transmission of 
messages sent between two host computers. This is different

from the data link layer which is only concerned with the
transmission of frames. A message usually requires many
frames to be sent before the complete message can be
received. This requires fragmenting the message into many
pieces to be reassembled at the other end. Missing fragments
must be resent. The transport layer addresses this issue.

Session layer

The session layer is concerned with the establishment and
termination of communication sessions between processes 
in host computers.

Presentation layer

The presentation layer translates the format of data between
sender and receiver.

Application layer

The application layer represents the user application. 
This could be electronic mail for example.

The seven-layer OSI model is useful for discussion purposes,
but is often too complex for all network architectures. For
example, the functionality of the presentation and session
layers can be included in the application layer with little loss
of clarity. When discussing protocols that power the Internet,
this is frequently done. The seven-layer model is reduced to
a five-layer model when discussing the Internet (figure 9).
Since many industrial networks do not expand beyond one
network, the network layer is unnecessary, and it is possible
to include the transport layer with the application layer. Now
the OSI model is down to a minimum of three layers. Three
layers are plenty to talk about so we will only address one
aspect of the data link layer which is important to understand
and that is medium access control (MAC).

MEDIUM ACCESS CONTROL
In a fieldbus or industrial network, several stations share 
the same communication media in order to save wiring costs.
However, since the medium is shared, not all devices can
communicate simultaneously. Therefore, there must be rules
to govern who gains access to the medium and those rules
are called medium access control.

There are several MAC implementations, but they basically
fall into two main categoriesæCSMA/CD and token-passing.
We will discuss these two methods, again using analogies.

3

Figure 9. Although the OSI model defines seven layers, it is common to recog-
nize only five when talking about the Internet and only three when talking
about industrial networks.

Figure 8. The OSI model uses a layered structure to describe how two host
computers communicate to one another.
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MAC

Medium Access Control (MAC)

Sposób dost¦pu do medium komunikacyjnego (przewodu), który jest
wspóªdzelony przez wiele urz¡dze« ze wzgl¦dów oszcz¦dno±ciowych.
Metody:

CSMA/CD

token-passing

MAC Address � 48-bitowy adres �zyczny urz¡dzenia sieciowego,
najcz¦±ciej zapisany w kodzie szesnastkowym (6x2 cyfry
szesnastkowe)
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MAC

CSMA/CD

Carrier Sense, Multiple Access/Collision Detection
Ka»dy w¦zeª sieci nasªuchuje czy medium nie jest aktualnie zaj¦te
przez inny w¦zeª (Carrier Sense). Je±li jest zaj¦te, w¦zeª odczekuje
pewien czas. Je±li dwa w¦zªy zaczn¡ nadawa¢ jednocze±nie (Multiple
Access) powstaje kolizja i wszystkie ramki musz¡ zosta¢ zniszczone.
W¦zªy potra�¡ wykry¢ kolizj¦ (Collision Detection) poprzez
monitorowanie medium podczas wysyªania. Je±li zostanie wykryta
kolizja jest nadawana sekwencja zakªócaj¡ca (jam sequence).

Adam Ratajczak DCS � Wykªad 7 9 / 44



Wst¦p OSI MAC IP Urz¡dzenia RT-Ethernet Redundancja PoE

MAC

CSMA/CD c.d.

Backo� algorithm
W przypadku gdy nast¡pi kolizja urz¡dzenie nadaj¡ce stosuje
algorytm backo� w celu wyznaczenia czasu oczekiwania.
n := 0, k := 0, r := 0 je±li wyst¡piªa kolizja:

1 zwi¦ksz n (Transmit Counter)

2 je±li n > 16 bª¡d transmisji, powiadom warstw¦ wy»sz¡

3 je±li n ≤ 16 we¹ k = min(n, 10)

4 wylosuj r ze zbioru {0, 1, 2, 4, . . . , 2k}
5 odczekaj r × slot_time
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MAC

token-passing

Alternatyw¡ do dost¦pu CSMA/CD jest metoda przekazywania
tokenu. Tylko urz¡dzenie posiadaj¡ce w danym momencie token
mo»e rozpocz¡¢ nadawanie tylko jednej wiadomo±ci. Dªugo±¢
wiadomo±ci jest zwykle ograniczona od góry.
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Adres IP

Adres IP

IPv4
Dªugo±¢ adresu 32bity (4bajty)

ddd . ddd . ddd . ddd

gdzie 0 ⩽ ddd ⩽ 255, a ka»dy znak d jest cyfr¡ dziesi¦tn¡.

IPv6 Dªugo±¢ 128bitów (16bajtów)

xxxx : xxxx : xxxx : xxxx : xxxx : xxxx : xxxx : xxxx

gdzie ka»dy znak x to cyfra szesnastkowa reprezentuj¡ca 4
bity.
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Adres IP

Podsie¢, maska podsieci

Dysponujemy nast¦puj¡cym przykªadowym adresem IP

192.168.22.17

Jaki jest adres sieci, dla maski

255.255.255.0
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Adres IP

Podsie¢, maska podsieci

Adres IP
192.168. 22. 17 11000000.10101000.00010110.00010001

Maska podsieci
255.255.255. 0 11111111.11111111.11111111.00000000

Podsie¢
192.168. 22. 0 11000000.10101000.00010110.00000000

Broadcast
192.168. 22.255 11000000.10101000.00010110.11111111

Host Min.
192.168. 22. 1 11000000.10101000.00010110.00000001

Host Max.
192.168. 22.254 11000000.10101000.00010110.11111110

Liczba hostów: 28 − 2 = 256− 2 = 254
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Urz¡dzenia sieciowe

Urz¡dzenia sieciowe a warstwy modelu OSI
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Understanding Ethernet Switches and Routers 

This extended article was based on a two-part article that 
was written by George Thomas of Contemporary Controls 
and appeared in the February and March 2011 issues of 
InTech Magazine — an ISA publication.

When you go to a computer store to purchase a device 
that will access the Internet they will try to sell you a 
router. In most instances, the router will come with a 
built-in switch (shortened term for switching hub) so that 
you can connect several Ethernet devices to just one 
device.  So what is the difference between an Ethernet 
router and an Ethernet switch?  The long answer to that 
question requires an examination of the Open Systems 
Interconnection Model (OSI) which is frequently used to 
explain how communication networks operate.

Ethernet and the OSI Model
In Figure 1 you will see the seven-layer model with each 
layer providing a unique service.  Communication 
between two stations begins at the Application layer 
with the sending station initiating a message to a 
receiving station via a common medium. With respect 

to this model, Ethernet provides services at the 
Physical and Data Link layers through the use 
of bridges and repeaters.  An Ethernet switch is 
classified as a bridge and therefore operates at the 
data link layer while routers operate at the Network 
layer.  Let’s try to understand why.

The lowest layer is the physical layer that defines the 
basic signalling on the medium.  Ethernet transmits 
symbols representing logic “ones” or “zeros” across 
the medium to another station that decodes the 
symbols to extract the data.  Although Ethernet will 
operate with coaxial cable as the medium, modern 
Ethernet networks incorporate twisted-pair cabling.  If 
the path is too long, a repeater can be used to extend 
distance.  If fibre optic cable is preferred, media 
converters can be used.  If multiple devices need to 
share the connection, a repeating hub (commonly 
called just a hub) is used.  All three of these devices 
reside at the physical layer because they do nothing 
more than process symbols on the medium. 

One layer above the physical layer is the data link 
layer.  Ethernet is a local area network technology 
with end stations assigned unique 48-bit addresses.  
These addresses are called media access control 
(MAC) addresses.  When data is to be sent from one 
Ethernet station to another, the data is first arranged 
in frames as shown in Figure 2.  The destination and 
source addresses are appended so that the intended 
station knows that it is to receive the message and 
who sent it.  Other parts of the frame include the 
Preamble which alerts the receiving station that a 
frame is coming, a Type or Length field that identifies 
either the type of data or length of the data field, the 
Data field itself and the Frame Check Sequence used 
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Huby

Wªasno±ci

Urz¡dzenie typu Hub jest niezb¦dne je±li wymagana jest topologia
typu gwiazda, gdy trzeba poª¡czy¢ ze sob¡ wi¦cej ni» dwa
urz¡dzenia. Wszystkie urz¡dzenia wpi¦te do huba dziaªaj¡ w jednej
wspólnej domenie kolizyjnej (Collision Domain) Wymagania wg
IEEE 802.3

Odtworzenie sygnaªu (amplituda i symetria)

Ponowna synchronizacja sygnaªów, zapobieganie narastaniu
przesuni¦¢ fazowych (retiming)

Nadzór nad kolizjami

Zwi¦kszanie zasi¦gu sieci
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Switche

Wªasno±ci

Switch (Switching hub, bridge)
pracuje z zawarto±ciami ramek
ethernetowych

dekodowanie i zapami¦tywanie
ramek

rozdzielanie ramek do
wªa±ciwych urz¡dze«

testowanie spójno±ci ramek

brak kolizji
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to verify the integrity of the frame.  The payload of the 
frame is the actual data.  Everything else is overhead.

Carrier Sense Multiple Access with Collision 
Detection (CSMA/CD)
As an Ethernet station prepares to send a frame, it first 
listens to the medium to verify that a clear channel 
exists.  If silence is sensed, it transmits its message and 
then waits a determined amount of time, called the slot 
time.  The slot time is used for detecting a collision due 
to another station transmitting at the same time.  If no 
collision is sensed, the sender assumes a successful 
transmission.  If a collision has occurred, the sender 
refrains from transmitting again for an amount of time 
based on a backoff algorithm that incorporates 
randomness.  An early criticism of Ethernet was that 
this probabilistic approach to media access control was 
not conducive to real-time systems.  There are other 
problems with CSMA/CD.

•	 All CSMA/CD stations must reside within one 
collision domain to ensure that all stations will 
detect a collision between stations located at 
the farthest points.  This limits the geographic 
distance of the Ethernet network.

•	 Stations residing in the same collision domain 
can detect all transmissions but only receive 
those addressed to them.  All stations can 
transmit but not at the same time.  This is called 
half-duplex operation or Shared Ethernet.

Breaking Up the Collision Domains for Higher 
Performance
A switching hub was introduced to avoid the problems 
of Shared Ethernet.  A switching hub is much different 
from a repeating hub.  A port on a switching hub 
appears to an end station as another end station 
except that it does not consume a MAC address.  To 
an attached end station, the switch port appears as the 
only other station within the collision domain.  This is 
how it works. 

Assume station A is on port 1 of an eight-port switch 
and station B is on port 2 as shown in Figure 3. 

Station A sends a message to station B.  Switch port 
1 reads the entire frame into its internal input buffer 
and forwards it to port 2’s output buffer which then 
transmits the entire frame to station B.  So what is the 
advantage?

•	 The switch has effectively created two collision 
domains — each appearing as a two-station link. 
With only two stations, collisions can be avoided 
altogether by creating a full-duplex link which 
potentially doubles throughput.

•	 With a full-duplex link there is no collision domain 
— thus, distance is limited only by cable losses. 
Fibre optic distances are no longer limited by the 
collision domain and can be much greater than 
Shared Ethernet lengths. Without a concern for a 
common collision domain, switches can be 
cascaded at will.

•	 With separate collision domains on each port, 
each port can operate at different data rates 
allowing for the mixing of data rates within the 
same switch.

Another advantage to using a switch is its ability for 
simultaneous messages within its switch fabric.  When 
a transmission is received on a particular switch port, 

Figure 2 — An Ethernet Frame

Figure 3 — Using an Ethernet Switch
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the source MAC address of the sender is stored in the 
database of the switch.  Using this learning process, 
shown in Figure 4, the switch determines on what port 
a station can be reached.  Assume, in Figure 3, that 
station A sends a message to station C which has 
been attached to port 3, but the switch does not know 
how to reach station C.  The switch will flood the same 
message to all ports.  When station C eventually replies, 
the switch will learn that station C is on port 3 so that 
future flooding will not be necessary.  Now station A 
sends a message to station B, but the switch already 
knows that station B can be reached on port 2 by 
using a lookup process so only port 2 will transmit the 
message.  The other ports do not need to pass the 
message because it was only directed to station B. 
This frees up the other ports to pass unrelated 
messages without a concern for stations A and B’s 
traffic.  This greatly improves throughput over Shared 
Ethernet which requires that only one message can 
pass through a hub at any one time. 

Now assume the cable on port 1 is moved to port 4.  If 
station A does not initiate a transmission, the switch 
will still believe station A can be reached on port 1.  For 
this reason, all learned addresses must be aged by 
clearing out the database periodically.  Eventually, 
the pairing of station A with port 1 will be cleared and 
transmissions intended for station A will be flooded to 
all ports, including port 4.  Station A will now receive 
the flooded message and its response will allow the 
switch to learn its new location.

Modern switches have two more interesting features — 
Auto-negotiation and Auto-MDIX.  With Auto-negotiation, 
the data rate and duplex for link partners is negotiated 
during initial connection.  If the end station and the 
switch port can operate at either 10 Mbps or 100 Mbps 
at either half- or full-duplex, the negotiation process 
will select higher performing 100 Mbps full-duplex. With 

Auto-MDIX, either a straight-through or crossover 
cable can be used between an end station or switch 
port or between two switch ports.

Stepping Up to Routers
In the beginning of this article we used the example 
of visiting a computer store to purchase a device that 
will access the Internet and we noted that they will try 
to sell us a router.  In most instances, the router will 
come with a built-in switch so that you can connect 
several Ethernet devices using just one device.  So 
again, what is the difference between an Ethernet 
router and an Ethernet switch?  We will refer back to 
the Open Systems Interconnection Model.

Revisiting the OSI Model
In Figure 1 you will see the seven-layer model with each 
layer providing a unique service.  As we mentioned 
before, Ethernet provides services at the Physical and 
Data Link layers through the use of bridges and 
repeaters.  The rules of Ethernet are restricted to a 
single local-area-network (LAN).  If we have a 
collection of interconnected LANs, this is called an 
inter-network.  Communicating between LANs within 
an inter-network requires routers which operate one 
layer above that of a switch at the Network layer.  
The most famous of inter-networks is the Internet 
with the rules for communication being defined by the 
Internet Protocol (IP).

It is not necessary that routers support the Internet 
Protocol, but this is the 
most common protocol used 
by routers so we will use this 
in our discussion.  In Figure 
5 you will see a collapsed 
seven-layer model which 
is called the Internet 
Model.  The only 
difference is that the 
functions of presentation and 
session are lumped into the 
transport layer.  The transport layer provides end-to-
end communications between applications with the 
Transmission Control Protocol (TCP) being the one 
used in the Internet Model.  The middle layer is the 
network layer which is involved with host addressing 
and fragmentation with the most common addressing 
scheme called IPv4.

Figure 4 The Learning Process

Figure 5 — The 
Internet Model
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Urz¡dzenia sieciowe

Kiedy hub, kiedy switch

Problem Rekomendacja
Niskie koszty Hub
Zmniejszenie opó¹nienia danych Hub
Proste aplikacje Hub
Praca przy 100Mbps Switch
Praca Full-duplex Switch
Auto negocjacja Switch
Du»e odlegªo±ci Switch
Praca Master/Slave Hub i Switch
Protokoªy Peer-to-Peer Switch
Analiza sieci Hub
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Ethernet i Fast Ethernet

Ethernet 802.3 FastEthernet 802.3u
Slot time 51.2µs 5.12µs
Interframe Gap 9.6µs 0.96µs
Attempt Limit 16 tries 16 tries
Backo� Limit 10 (exponent) 10 (exponent)
Jam Size 3.2µs 0.32µs
Max Frame Size 1214.4µs 121.44µs
Min Frame Size 6.4µs 0.64µs
Addres Size 4.8µs 0.48µs

Adam Ratajczak DCS � Wykªad 7 23 / 44



Wst¦p OSI MAC IP Urz¡dzenia RT-Ethernet Redundancja PoE

Urz¡dzenia sieciowe

Ethernet i Fast Ethernet

10Base-T 100Base-TX 100Base-FX
Data Rate 10 Mbps 100 Mbps 100 Mbps
Wires 4 4 2 (�bers)
Cable Cat.3 UTP Cat.5 UTP 62.5/125 µm
Connector RJ-45 RJ-45 SC or ST
Max Segment 100m 100m 2km
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Real-Time Ethernet

Kategorie ukªadów czasu rzeczywistego

Hard Real-Time (HRT) bª¦dne dziaªanie prowadzi do
katastrofy. Bª¦dy w ukªadzie HRT prowadz¡ do
obra»e« ludzi i uszkodze« sprz¦tu.

Soft Real-Time (SRT) bª¦dy w dziaªaniu ukªadów SRT nie
prowadz¡ do utraty zdrowia lub mienia. Takie ukªady
nie mog¡ by¢ stosowane w ukªadach bezpiecze«stwa.
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Real-Time Ethernet

Typowe czasy cykli

Aplikacja Typowy czas cyklu
Czujniki wolnozmienne (temp., ci±n.) dziesi¡tki milisekund
Systemy sterowania nap¦dami milisekudny
Systemy sterowania ruchem (roboty) setki mikrosekund
Precyzyjne sterowanie ruchem dziesi¡tki mikrosekund
Urz¡dzenia szybkozmienne mikrosekundy
Dalmierze (detekcja uszkodze«) mikrosekundy
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Rozwi¡zania przemysªowe

EtherNet/IP

EtherCAT

ETHERNET Powerlink

PROFInet
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Real-Time Ethernet

EtherNet/IP

IP oznacza Industrial Protocol
Protokóª stworzony przez

CI (ControlNet Intenational)

ODVA (Open DeviceNet Vendors Association)

IEA (Industrial Ethernet Association)

Zbudowany w oparciu o standardy IEEE 802.3 i TCP/UDP/IP.
Wykorzystuje protokóª CIP (Control and Information Protocol)
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Real-Time Ethernet

Control and Information Protocol (CIP)
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Real-Time Ethernet

EtherCAT

EtherCAT (Ethernet for Control Automation Technology)
stworzony przez �rm¦ Beckho�. Ethernet czasu rzeczywistego dla
sterowania ruchem. Wªasno±ci:

Obsªuga do 1000 I/O w 30µs w full-duplex

Przewody miedziane lub ±wiatªowody

Oparty o metody Master/Slave

Mo»e wspóªdziaªa¢ ze standardowymi sieciami TCP/IP
i przemysªowymi sieciami jak EtherNet/IP

Dowolne topologie sieci w tym topologia bus
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CIPSync will be more beneficial to those requiring sub-
microsecond synchronization accuracy.

EIP can cater for many RT systems where the
device count is limited, device synchronization is in the
order of microseconds and determinism is not required.

EtherCAT

EtherCAT (Ethernet for Control Automation
Technology) is the motion-control RT solution from
Beckhoff. It can process 1000 I/Os in 30 µs [4], but
requires full-duplex. It can use copper or fibre optic
cables. EtherCAT is based on the master/slave principal
and can interoperate with normal TCP/IP-based 
networks and other Ethernet-based solutions such as
EIP or PROFInet. It also supports any Ethernet 
topology, including the bus.

The EtherCAT master processes RT data via 
dedicated hardware and software (Beckhoff currently
use their PC-based TwinCAT OS and TwinCAT Y 
driver). In the future, further variations will be 
introduced that will also provide the same guarantees.
The master prioritizes EtherCAT frames over normal
Ethernet traffic, which is transmitted in gaps. The 
master controls traffic by initiating all transmissions. 

The telegrams are standard Ethernet, and the data
field encapsulates the EtherCAT frame (an EtherCAT
header and one or more EtherCAT commands).  Each
command contains a header, data and Working Counter
(WC) field.  Each Ethernet telegram can contain many
EtherCAT commands - realising a higher bandwidth and
more efficient use of the large Ethernet data field size
and header (see Figure 2).  The standard Ethernet CRC
is used to verify message correctness.

The EtherCAT master fully controls its slaves. Its
commands only elicit responses; slaves do not initiate
transmissions. The two EtherCAT communication 
methods used are “Ether Type” or UDP/IP encapsulation.

The “Ether Type” uses the type field (defined in
Ethernet II), which is more commonly known as the
length field in IEEE 802.3. The Ether Type implementation
does not use IP, thus limiting EtherCAT traffic to the
originating subnet. Encapsulating commands using
UDP/IP allows EtherCAT frames to traverse subnets, but
has drawbacks. The UDP/IP header adds 28 (20: IP, 8: 

UDP) bytes to the Ethernet frame and undermines RT
performance through its non-deterministic stack. 

EtherCAT slaves range from intelligent nodes to 
2-bit I/O modules and are networked via 100Base-TX,
fiber optic cable or E-bus (depending on distance
requirements). E-bus is an EtherCAT physical layer for
Ethernet offering a LVDS (Low Voltage Differential
Signal) scheme.  Slaves are hot pluggable in any 
topology of branches or stubs.  Multiple “slave rings”
can exist on a single network if connected by a switch,
(see Figure 3).

EtherCAT slaves have integrated memory from 
2 bits to 64 Kbytes. They appear to the Ethernet as a
single device though actually comprising up to 65,535
devices. They are configured in an open-ring topology,
with the Ethernet interface at the open end. Masters
transmit commands to the MAC address of the first
device. When the signal reaches the Ethernet/slave
interface, it is converted to E-bus specifications (if 
E-bus is employed) and forwarded. 

A slave receives a telegram, processes it (in hard-
ware) then forwards it to the next slave on the ring.
This processing delays the telegram by an order of
nanoseconds. The last slave returns the completed
telegram, via the ring, to the master. On the return
route, each slave amplifies and regenerates the signal.
Each slave has two Tx & Rx interfaces, so bi-directional
communication occurs without contention. 

In each EtherCAT command, the WC increments
when a slave processes a command addressed to it,
allowing the master to determine if each addressed
slave is exchanging data, although correct data is 
not guaranteed.

The FMMU (Field Memory
Management Unit) of each 
configurable slave converts a 
logical address to a physical one,
and that information is available to
the master at initialization. Thus,
each slave needs a special ASIC
(Application-Specific Integrated
Circuit). On telegram reception, a
slave determines if it is addressed,
and then passes data to/from the
telegram, incurring a delay of

some nanoseconds. EtherCAT is also internally 
synchronized by a distributed clock algorithm (a 
simplified version of IEEE 1588) although external 
synchronization is achievable with IEEE 1588.

EtherCAT is a fast RT Ethernet solution and 
deterministic if not used with UDP/IP or intermediate
switches or routers between master and slaves.

ETHERNET Powerlink (EPL)

EPL is a hard RT protocol based on Fast Ethernet.
Like EtherCAT, it uses the Ethernet II Frame type field.
EPL devices use standard Ethernet hardware with no 

Figure 2—EtherCAT Encapsulation
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ETHERNET Powerlink

ETHERNET Powerlink jest protokoªem HRT

Czasy cyklu ok. 200µs

Podziaª transmisji na sloty-czasowe

Oparty o metody Master/Slave
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special ASICs. EPL can deliver a cycle time of 200 µs
with jitter under 1 µs. Its frame is encapsulated as 
illustrated in Figure 4.

EPL uses cyclic communication with time-slot 
division and the master/slave model. One master 
(manager) is allowed per network.  The master schedules
all transmissions and is the only active station—slaves
transmitting on request.

The four EPL cycle subdivisions are illustrated in
Figure 5.

During the Start Period, the EPL master broadcasts
the “Start-of-Cyclic” (SoC) frame which synchronizes
the slaves.  The timing of this frame provides the only
time base for the network synchronization: all other
frames are purely event-driven. 

After transmitting the SoC frame, the Cyclic Period
occurs as the manager polls each station with a “Poll
Request” frame. Only then does the slave respond with
a “Poll Response” frame containing data— hence, 
collisions are avoided. The slave broadcasts its
response to all devices; thus, inter-slave communication
can occur.

After successful polling of all slaves, the master
broadcasts the “End-of-Cyclic” (EoC) frame, informing
each slave that the cyclic traffic progressed correctly.

The Asynchronous Period allows non-cyclic data
transfers under master control. To transmit during this
period, a slave must have informed the master in its
“Poll Response” during the Cyclic Period. The master
builds a list of waiting slaves and employs a scheduler
to guarantee that no send request will be delayed
indefinitely. During the Asynchronous Period, standard
IP datagrams can be transferred.

Unlike PROFInet, EPL does not employ switches to
avoid collisions or to provide the network 
synchronization; the master controls this. EPL networks
can be built with standard hubs. It is proposed that
each device incorporate a hub for ease of bus 
implementation. Switches, although not prohibited, are
not recommended for EPL because they add jitter and
reduce determinism. Since the EPL network avoids 
collisions via time-controlled bus access, up to 10 hubs
can be cascaded (an allowable exception to the 5-4-3
Ethernet rule).

Currently EPL devices demanding RT communication
cannot co-exist on the same segment as non-RT
Ethernet devices. However, EPL devices can operate as
normal Ethernet devices. In Protected Mode, the RT
segment must be separated from normal traffic by a
bridge or router. In Open Mode, RT traffic shares the
segment with normal traffic, but RT communication is
compromised. In the next Powerlink version (V3), IEEE

1588 will be used to synchronize
traffic across multiple RT 
segments—providing a more
distributed EPL implementation,
but true RT segments will still
contain only EPL devices.
Unlike PROFInet where normal
Ethernet and RT devices can 
co-exist and not affect RT traffic,
EPL must be protected from
non-RT communication through
bridges or routers. Unlike
PROFInet or EtherCAT, which
need special ASICs, EPL 

employs standard Ethernet hardware.

PROFInet

PROFInet is a plant-wide fieldbus standard for 
distributed automation systems. It uses object-
orientation and available IT standards (TCP/IP,
Ethernet, XML, COM). PROFInet is also built on 
IEEE 802.3 and is interoperable with TCP/IP—allowing
it to be implemented on existing Ethernets. It is 
compatible with PROFIBUS-DP.

PROFInet V1, has a response time of 10-100 ms.
PROFInet-SRT (Soft Real-Time) allowed PROFInet to
work with a factory automation cycle time of 5-10 ms,
achieving RT solely in software. It uses TCP/IP and a
dedicated software channel for RT communications.
PROFInet-IRT brings a hard-RT element to the 
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Figure 3—Sample EtherCAT Implementation

Figure 4—Powerlink Encapsulation

PROFInet protocols. The three PROFInet protocols
allow differing degrees of RT. PROFInet for hard RT 
is PROFInet-IRT.

PROFInet-IRT

PROFInet IRT (Isochronous RT) was developed for
systems requiring sub-microsecond synchronisation,
typically high-performance motion control systems.
The benchmark for such a system is 1 ms cycle time, 
1 µs jitter accuracy, and guaranteed determinism [6]—
which IRT fulfills.

Since software introduces jitter above 1 µs, IRT
(unlike SRT) is a hardware solution with highly 
synchronized Ethernet nodes. Using full-duplex
switched Fast Ethernet, it divides the communication
cycle into a standard TCP/IP open channel and a 
deterministic RT channel (see Figure 6). The channel
ratio is system-dependent and is chosen by the 
system engineer.

Each PROFInet-IRT device has a special ASIC for
handling node synchronization and cycle subdivision
and incorporates an intelligent 2 or 4 port switch. 

The PROFInet switch in every node is highly 
synchronized, contains a schedule of bus access and
can deal with RT and non-RT traffic. It prioritizes RT
traffic and provides full-duplex links for all ports.
Contemporary switches (even cut-through) add jitter
that would impacts on determinism. PROFInet switches
minimise jitter to where it has a negligible effect. The
PROFInet communication model allows both RT and
non-RT traffic to co-exist on one network without 
additional precautions. 

By 2005, PROFInet-IRT and SRT will incorporate
PROFISafe, the PROFIbus safety solution for 
manufacturing and processing industries.

PROFInet, of all the solutions discussed here offers
the greatest determinism—and since this is built into
the PROFInet-IRT device, the systems engineer is
spared from the burden of configuration to guarantee
RT communication.

IEEE 1588

IEEE 1588 [7] specifies “A protocol to synchronize
independent clocks running on separate nodes of a 
distributed measurement or control system to a high
accuracy and precision.” IEEE 1588 is, or will be, 

incorporated into EIP, EPL, EtherCAT and PROFInet—
making it a popular standard for delivering RT 
over Ethernet. 

In IEEE 1588, all network
nodes down to the transducer
level contain an IEEE 1588 clock,
synchronised with all network
peers (see Figure 7) using
Precision Time Protocol (PTP).

At device level, sensors can timestamp their data locally
and actuators can operate at a precise time, avoiding
stack and application delays between transducer and
controller. The accuracy of the system depends on the
synchronisation of local RT clocks. 

IEEE 1588 defines two separate types of clocks:
ordinary and boundary. Boundary clocks (BC) are
employed in devices such as hubs or switches—where
more than one PTP communication path (port) exists.
Ordinary clocks exist in devices having a single port—
e.g., normal network devices. Each BC port can act as
a master or ordinary clock in its own segment. 

PTP is for networks that support multicasting but
keep multicasts within a subnet and where each local
clock fulfils exacting requirements. The grandmaster

clock (GMC) is the best clock in
the system—with the best inher-
ent stability, accuracy, resolu-
tion, etc. defined by the stan-
dard [8]. The Best Master Clock
Algorithm (BMC), run by every
live node, determines clock
quality. Within each subnet, the

BMC determines the master clock; in a single-subnet
system the master is the GMC.

The GMC determines system synchronisation; sys-
tem clocks synchronise their subnet clocks to the sys-
tem. There is only one GMC per system, and only one
master clock per subnet.

Synchronization is performed as follows. All 
masters periodically broadcast “Sync” messages 
containing an estimate of the time the message will
physically leave the master. The precise receipt time of
these messages is noted at the slaves. The precise 
sending time of the message is noted at the 
grandmaster. All precise timing measurements are 
performed as close to the physical layer as possible—
to eliminate the delays from the network stack and
operating system—while the estimated times are 
calculated by the IEEE 1588 code at the Application
Layer (see Figure 8). Following the Sync message, the
master transmits a related “Follow_Up” message 
containing the precise sending time of the Sync 
message. A slave uses the transmission and reception
times to calculate its offset and can initiate 
synchronization with the delay measurement, which is
not periodic and not performed as often as the proto-
col synchronisation. Sync messages do not propagate
beyond their originating subnet.

4

Figure 5—Powerlink Cycle

Figure 6—PROFInet-IRT Channel Division
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Real-Time Ethernet

PROFInet

Zbudowany w oparciu o standardy IEEE 802.3 i TCP/UDP/IP

Kompatybilny z PROFIBU-DP

PROFInet V1 czas odpowiedzi 10-100ms

PROFInet-SRT czasy cykli 5-10ms

PROFInet-IRT (Isochronous RT) czas cyklu poni»ej 1ms, jitter
rz¦tu 1µs, deterministyczny
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Real-Time Ethernet

PROFInet-IRT podziaª kanaªu

PROFInet protocols. The three PROFInet protocols
allow differing degrees of RT. PROFInet for hard RT 
is PROFInet-IRT.

PROFInet-IRT

PROFInet IRT (Isochronous RT) was developed for
systems requiring sub-microsecond synchronisation,
typically high-performance motion control systems.
The benchmark for such a system is 1 ms cycle time, 
1 µs jitter accuracy, and guaranteed determinism [6]—
which IRT fulfills.

Since software introduces jitter above 1 µs, IRT
(unlike SRT) is a hardware solution with highly 
synchronized Ethernet nodes. Using full-duplex
switched Fast Ethernet, it divides the communication
cycle into a standard TCP/IP open channel and a 
deterministic RT channel (see Figure 6). The channel
ratio is system-dependent and is chosen by the 
system engineer.

Each PROFInet-IRT device has a special ASIC for
handling node synchronization and cycle subdivision
and incorporates an intelligent 2 or 4 port switch. 

The PROFInet switch in every node is highly 
synchronized, contains a schedule of bus access and
can deal with RT and non-RT traffic. It prioritizes RT
traffic and provides full-duplex links for all ports.
Contemporary switches (even cut-through) add jitter
that would impacts on determinism. PROFInet switches
minimise jitter to where it has a negligible effect. The
PROFInet communication model allows both RT and
non-RT traffic to co-exist on one network without 
additional precautions. 

By 2005, PROFInet-IRT and SRT will incorporate
PROFISafe, the PROFIbus safety solution for 
manufacturing and processing industries.

PROFInet, of all the solutions discussed here offers
the greatest determinism—and since this is built into
the PROFInet-IRT device, the systems engineer is
spared from the burden of configuration to guarantee
RT communication.

IEEE 1588

IEEE 1588 [7] specifies “A protocol to synchronize
independent clocks running on separate nodes of a 
distributed measurement or control system to a high
accuracy and precision.” IEEE 1588 is, or will be, 

incorporated into EIP, EPL, EtherCAT and PROFInet—
making it a popular standard for delivering RT 
over Ethernet. 

In IEEE 1588, all network
nodes down to the transducer
level contain an IEEE 1588 clock,
synchronised with all network
peers (see Figure 7) using
Precision Time Protocol (PTP).

At device level, sensors can timestamp their data locally
and actuators can operate at a precise time, avoiding
stack and application delays between transducer and
controller. The accuracy of the system depends on the
synchronisation of local RT clocks. 

IEEE 1588 defines two separate types of clocks:
ordinary and boundary. Boundary clocks (BC) are
employed in devices such as hubs or switches—where
more than one PTP communication path (port) exists.
Ordinary clocks exist in devices having a single port—
e.g., normal network devices. Each BC port can act as
a master or ordinary clock in its own segment. 

PTP is for networks that support multicasting but
keep multicasts within a subnet and where each local
clock fulfils exacting requirements. The grandmaster

clock (GMC) is the best clock in
the system—with the best inher-
ent stability, accuracy, resolu-
tion, etc. defined by the stan-
dard [8]. The Best Master Clock
Algorithm (BMC), run by every
live node, determines clock
quality. Within each subnet, the

BMC determines the master clock; in a single-subnet
system the master is the GMC.

The GMC determines system synchronisation; sys-
tem clocks synchronise their subnet clocks to the sys-
tem. There is only one GMC per system, and only one
master clock per subnet.

Synchronization is performed as follows. All 
masters periodically broadcast “Sync” messages 
containing an estimate of the time the message will
physically leave the master. The precise receipt time of
these messages is noted at the slaves. The precise 
sending time of the message is noted at the 
grandmaster. All precise timing measurements are 
performed as close to the physical layer as possible—
to eliminate the delays from the network stack and
operating system—while the estimated times are 
calculated by the IEEE 1588 code at the Application
Layer (see Figure 8). Following the Sync message, the
master transmits a related “Follow_Up” message 
containing the precise sending time of the Sync 
message. A slave uses the transmission and reception
times to calculate its offset and can initiate 
synchronization with the delay measurement, which is
not periodic and not performed as often as the proto-
col synchronisation. Sync messages do not propagate
beyond their originating subnet.

4

Figure 5—Powerlink Cycle

Figure 6—PROFInet-IRT Channel Division
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Redundancja sieci

Korenix JetNet 4010

Multiple Super Ring MSR

Rapid Dual Homing RDH

Link Aggregation

www.korenix.com149

Ethernet Ethernet

JetNet 4010
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Dual
Homing

1-to1
connection

n-to1
connection

1-to-n
connection

n-to-n
connection

trunk
connection

Ethernet Ethernet

JetNet 4010

Ring 
Coupling

technology. Now, there is no recovery time when 
failures occur. The JetNet 4010 provides a simple 
and easy way to aggregate port bandwidth into Rapid 
Super Ring.

Link Aggregation Control Protocol

LACP

Link Aggregation Control Protocol (LACP) allows 
you to group multiple Ethernet ports in parallel to 
increase the link bandwidth. The aggregated ports 
can be considered one physical port, so that the 
bandwidth is higher than just one single Ethernet 
port. The member ports of the same trunk group can 
balance the loading and backup with each other. 
The LACP feature is usually used when you need 
higher bandwidth for the backbone network. This is 
an inexpensive way for users to transfer much more 
data. If the trunk port is also assigned as a ring port, 
it will become a TrunkRingTM, which means that the 
bandwidth of ring path has increased with port trunk 
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Power over Ethernet

Alternatywa A

effective for carrying power and data simultaneously. In fact, 
this method is the only one possible for using Gigabit 
Ethernet since no spare pairs exist. A PSE can be designed 
to source power either through the data lines or through the 
unused pairs. The PD must be able to do either, making the 
PD design a bit more complex. 

Figure 1—Alternative A. The signal pairs carry both data and 
power. Polarity is indeterminate. 

Figure 2—Alternative B. The unused pairs carry power. Polarity 
is as shown. 

The power being supplied by the PSE is a nominal 
48 volts (44 to 57 volts). When using the spare pairs for 
power, the voltage polarity is defined. When using the data 
pairs for power, the voltage polarity is undefined requiring 
the PD to be able to accept either polarity and still function. 
The reason being that a crossover cable could be between 
the PSE and the PD. Normally, a straight-through cable is 
used to connect a switch to an end device (see Figure 1). 
The end device is wired as an MDI while the switch is 
wired as an MDIX. The “X” means that the switch 
implements an internal crossover function by having 
transmitters on the switch connect to receivers on the end 
device, and receivers on the switch connect to transmitters 
on the end device. If two MDI-compliant devices need to 
communicate to one another (an end device to another end 
device), then a crossover cable is required to make the 
equivalent connection. Modern switches have a feature 
called Auto-MDIX where the switch port will adjust to 
either a straight-through cable or a crossover cable and still 
function with an end device or another switch port. A 
crossover cable matches up data pairs by having pins 1 and 
2 on one side connect to 3 and 6 on the other. Likewise, 

pins 3 and 6 are matched up with 1 and 2. Because of this 
crossover situation, the polarity of the voltage on the data 
pairs will reverse at the PD. To guard against this reverse 
voltage condition, an auto-polarity circuit should be used at 
the PD. Crossover cables do not affect the spare pairs. 
Therefore, the PD will experience no polarity change. To be 
safe, it is best to incorporate auto-polarity on the spare pairs 
as well. 

End-point and Mid-span PSEs 
There are two kinds of PSEs. The first is an end

point PSE (Figures 3 and 4) where the power sourcing 
equipment is within the hub or switch. The Ethernet 
switch now becomes a Power Sourcing Ethernet switch 
adding complexity and expense. However, field cabling 
is not disturbed. The standard Ethernet switch is now 
replaced with a PoE Ethernet switch. In terms of data 
handling, the PoE switch operates identically to that of a 
non-PSE switch. Additional circuitry and an adequate 
power supply are necessary to serve the powered 
Ethernet ports, but not all ports need to be powered 
and frequently this is done to reduce power supply 
requirements. A switch-to-switch cascading connection 
(uplink) would not need powered ports so non-PoE 
ports would be present in PoE switches. 

Figure 3—An end-point PSE can utilize Alternative A or B. 
Alternative A is shown above. 

Figure 4—Alternative B utilizes the spare pairs for carrying 
power. No specialized data transformers required at the PSE. 

The second PSE is the mid-span PSE (Figure 5) 
where the mid-span device can reside anywhere within 
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Power over Ethernet

Alternatywa B

effective for carrying power and data simultaneously. In fact, 
this method is the only one possible for using Gigabit 
Ethernet since no spare pairs exist. A PSE can be designed 
to source power either through the data lines or through the 
unused pairs. The PD must be able to do either, making the 
PD design a bit more complex. 

Figure 1—Alternative A. The signal pairs carry both data and 
power. Polarity is indeterminate. 

Figure 2—Alternative B. The unused pairs carry power. Polarity 
is as shown. 

The power being supplied by the PSE is a nominal 
48 volts (44 to 57 volts). When using the spare pairs for 
power, the voltage polarity is defined. When using the data 
pairs for power, the voltage polarity is undefined requiring 
the PD to be able to accept either polarity and still function. 
The reason being that a crossover cable could be between 
the PSE and the PD. Normally, a straight-through cable is 
used to connect a switch to an end device (see Figure 1). 
The end device is wired as an MDI while the switch is 
wired as an MDIX. The “X” means that the switch 
implements an internal crossover function by having 
transmitters on the switch connect to receivers on the end 
device, and receivers on the switch connect to transmitters 
on the end device. If two MDI-compliant devices need to 
communicate to one another (an end device to another end 
device), then a crossover cable is required to make the 
equivalent connection. Modern switches have a feature 
called Auto-MDIX where the switch port will adjust to 
either a straight-through cable or a crossover cable and still 
function with an end device or another switch port. A 
crossover cable matches up data pairs by having pins 1 and 
2 on one side connect to 3 and 6 on the other. Likewise, 

pins 3 and 6 are matched up with 1 and 2. Because of this 
crossover situation, the polarity of the voltage on the data 
pairs will reverse at the PD. To guard against this reverse 
voltage condition, an auto-polarity circuit should be used at 
the PD. Crossover cables do not affect the spare pairs. 
Therefore, the PD will experience no polarity change. To be 
safe, it is best to incorporate auto-polarity on the spare pairs 
as well. 

End-point and Mid-span PSEs 
There are two kinds of PSEs. The first is an end

point PSE (Figures 3 and 4) where the power sourcing 
equipment is within the hub or switch. The Ethernet 
switch now becomes a Power Sourcing Ethernet switch 
adding complexity and expense. However, field cabling 
is not disturbed. The standard Ethernet switch is now 
replaced with a PoE Ethernet switch. In terms of data 
handling, the PoE switch operates identically to that of a 
non-PSE switch. Additional circuitry and an adequate 
power supply are necessary to serve the powered 
Ethernet ports, but not all ports need to be powered 
and frequently this is done to reduce power supply 
requirements. A switch-to-switch cascading connection 
(uplink) would not need powered ports so non-PoE 
ports would be present in PoE switches. 

Figure 3—An end-point PSE can utilize Alternative A or B. 
Alternative A is shown above. 

Figure 4—Alternative B utilizes the spare pairs for carrying 
power. No specialized data transformers required at the PSE. 

The second PSE is the mid-span PSE (Figure 5) 
where the mid-span device can reside anywhere within 
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Dodatek

Definicje

unicast poª¡czenie jeden do jednego

multicast poª¡czenie jeden do wielu

broadcast poª¡czenie jeden do wszystkich



Sªowniczek

RPI Request Packet Interval

MAC Medium Access Control

IP Internet Protocol

CSMA/CD Carrier Sense, Multiple Access/Collision Detection

TCP Transmission Control Protocol

UDP User Datagram Protocol

OSI Open Systems Interconnect

UTP Unshielded Twisted Pair
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